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PRFFACE

The oast twenty years have seen sionificant improvements in the
computer technology available for managing large amounts of information.
progressing from simple file systems in the 1960s to the integrated
database managment systems of today. For some time. researchers have
been studying special-purpose computers desioned for the efficient
manipulation of large databases. Such machines are now becoming
commercially available. This study is an initial look at the advantages
of usino one of these "database machines" to improve the performance of
the Air Force Personnel Data System.
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EXECUTIVE SUMMARY A
Part of our College mission is distribution of the
students' problem solving products to DoD

* - sponsors and other interested agencies to
enhance insight into contemporary, defense
related issues. While the College has accepted this
product as meeting academic requirements for
graduation, the views and opinions expressed or
implied are solely those of the author and should
not be construed as carrying official sanction.

: -"insights into tomorrow"

REPORT NUMBER 87-IlO

AUTHOR(S) MAJOR MICHAEL T. ANDERSON. USAF

TITLE SHOULD THE AIR FORCE PERSONNEL DATA SYSTEM USE
DATABASE MACHINES?

I. Purpose: To determine whether the performance, cost. and
reliability of the Air Force Personnel Data System can be significantly
improved by installina a commercially available special-purpose comouter
dedicated to database management tasks (a "database machine").

I1. Problem: The PDS has. for years. been constrained in the services
it can provide. primarily due to performance limitations imposed by its
comouter systems. The hardware reacquisition project (REACQ) of 1983-85
was an attempt to deal with this problem, but was only partially
successful. A new approach to data processing may offer a breakthrough
in the performance level of the PDS. thereby making personnel data
services cheaper, more reliable, and more available.

III. Data: The PDS includes a wide range of applications. ranging from
traditional record-keeping to recruiting to force structure modelino to
formal training management. and much more. Utilization statistics show.
however, that nearly 80% of the entire central-site comouter resource is

dedicated to only a few general categories: the master personnel files.
and a few. very active. online information systems (PMS. PROMIS. and
SURF). These systems are very much "input-output intensive." spending
most of their time reading or writing data to disk devices.
Furthermore. all of these systems use a database manaaement system
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_ __CONTINUED
tDBMS) to handle their I/0 ooerations. Any effort to imorove the
oerformance of the PDS must address these systems, and must certainly

address the performance of the underlying DBMS. Traditional database
architectures have been tailored for existino mainframe comouters in
what has been described as a "machine-friendly" desion. These
architectures are aeared for "record-at-a-time" processing. and use
intricate chain or tree structures to speed up the process of findino
data. Recently, the more "user-friendly" relational database
architecture has become commercially available in packages which are
reasonably efficient for small-to-medium sized applications, but this
"elegant" approach to database management has been too comoutationally
intensive to be successful for larae information systems with many
users. Special-purpose computers, called "database computers" or
"database machines." have recently appeared on the commercial market.
These comouters offer the capability of applying sufficient
computational 9ower to the needs of a relational database architecture
to make its performance comparable to, or even better than, traditional
database management systems. As of this writing, only one commercially
available database machine has the storage capacity and hardware
compatibility necessary for the PDS; that machine is the Teradata
DBC/1012. A case-study comparison of potential performance. rating the
DBC/1012 against the current Honeywell DPS-8/70 DM-IV system. shows that
the DBC/1012 offers several distinct advantaoes. The DBC/1012 has the
potential for improved performance, simpler backuo and recovery
operations, less susceptibility to failure, and a greater capacity for
arowth.

IV. Conclusions: The Teradata DBC/1012 database machine comoares
favorably with the mainframe DBMS operating at AFMPC. It offers
improvements in system performance. ease of operation. reliability, and
ease of software develooment.

V. Recommendation: The Director of Personnel Data Systems. Air Force
Military Personnel Center, should begin action to develop prototvoe
relational database software for the purpose of bencnmarkino the
Teradata DBC/I012 database comouter. If the benchmark demonstrates
asignificant performance improvement over the existing mainframe DBMS.
the Director should take action to procure a DBC/1012 large enough to
support the database portion of the PDS.

4 viii
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Chapter 1

THE PROBLEM

WORKLOAD OF THE AIR FORCE PERSONNEL DATA SYSTEM

The US Air Force Personnel Data System (PDS). operated from the
central site at the Air Force Military Personnel Center (AFMPC,.
Randolph AFB, Texas, is the largest personnel data system in the federal
government. It operates 24 hours a day, seven days a week. managing the
personnel records of over one million active duty. Air Reserve Forces.
and civilian personnel. It supports over 150 Air Force bases worldwide.
as well as some fifty major air commands. separate operating agencies.
and intermediate headouarters. Since the mid-1970s. the PDS has
suffered caoacity problems. forcing the limitation or curtailment of
certain data processing services. In the late 1970s. an initiative to
expand the capacity of the PDS was beoun. which would improve the system
through the ourchase of new como.uter hardware. In the fall of 1982. the
Honeywell Corporation was awarded the contract for the AFPC
Reacquisition Project (REACO). The coal of REACQ was to reolace the
existino Burroughs 6700 computer complex with newer. high-performance
mainframe computers to improve the overall performance and capacity of
the PDS.

THE SHORTFALLS OF REACQ

The new computer hardware purchased under REAC9 reouired that most
of the software for the PDS be modified to operate on the new computers:
this modification was comoleted in the fall of 1985. In the three years
since the initial contract award. the nature and extent of much of the
centra; site software for the PDS had chanoed. but the fundamental
mission and modes of processing remained basically the same. Some data
processing applications had crown sionificantlv, or had been oreatlv
imoroved. others became obsolete or radically altered. Overall. the
software supporting the P0S was adapted to fit the new hardware and
software environment without any serious deficiencies or loss of
capability. However, one major problem remains. As of today, the PDS
is again facing a capacity problem, similar to that of the mid-1970s.
While the replacement of computers did orovide the POS with new
capacity, the modification of old software. and the develooment of new.
has absorbed much of that added caoacitv. Today. the averaae user of
the PDS in the major air command or Air Staff office sees little

J xp' uk e- -



improvement in the overall performance of the PDS as comoared to ten
years ago.

A POSSIBLE SOLUTION

Siven this somewhat dreary history, is the PDS doomed to continuino
cycles of "plaving catch-up!" attempting to keep computer capacity ahead
of workload? Traditional comouter system capacity plannino methods
mioht lead to that scenario. Unfortunately. the Air Force has neither
the time nor monev to continue ooeratino in this fashion. Fortunately.
the advent of several new hardware and software technoloajes aive us the
capability to break out of the ucatch-uo" cycle. One of the oromisino
technolooies of the 1980s is the backend database machine. This is a
special-purpose computer desioned to extend the capacity of a
general-purpose computer system and prolong its useful lifetime by
adding processing capacity without the need for a complete overhaul of
software and a complete replacement of comouter hardware at a data
.rocessino installation. In this paper I will attempt to explain the
advantaaes of a database machine, and evaluate its usefulness in the
ooeration of the PDS. Based on this evaluation. I will answer the
question "Should a database machine be used as an integral part of the
Air Force Personnel Data System?"
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Chapter 2

THE AIR FORCE PERSONNEL DATA SYSTEM

MISSIONS

The Air Force Military Personnel Center is tasked with operating
the overall personnel system for all members of the US Air Force. To do

this. the center is authorized to

. . . develop and implement policv concernino accessions
testing. classification, worldwide distribution and manaoment
of oersonnel. automated oersonnel systems, military personnel
records systems, standard personnel operations, programs.
officer and airman performance evaluation, promotion testing,
reenlistment and retention, leave, survivors benefits, escort
and deoendent travel, awards and decorations, appearance
standards. nonapprooriated fund manpower requirements. Morale.
Welfare. and Recreation (MWR) activities, active duty service
comuittments, specified period of time contracts. and overseas
tour lenoths-. Assist in the development and implementation of
policies pertaining to procurement . . . oromotion of officer
and enlisted members. demotion of enlisted members. desertion.
absent without leave (AWOL). Regular-Reserve-temporary Air
Force appointments, separations. retirements, fiving status.
service dates, Indefinite Reserve Status, and Social Actions
orograms. (16:1)

A key tool in operating a personnel system dealing with over 1 million
people (6:190) is a extensive computer system. AFR 23-33 aives AFMPC
the authority for ooerating, scheduling, and maintaining the central
site facility for the Personnel Data Systems computers and peripheral
equipment to support the Air Staff. AFMPC. USAFR. ANG. MAJCOMs. separate
operating agencies. and base-level consolidated base personnel offices.
(16:2)

SYSTEM DESCRIPTION

The Air Force Personnel Data System is a collection of comouter
systems located at each Air Force base. Headouarters US Air Force. and
at the Air Force Military Personnel Center at Randolph Air Force Base.
Texas. These svstems are interconnected with a variety of

% .



communications systems, including high-soeed data links. low-soeed
teleohone lines, and AUTODIN message connections. The hub of the entire
personnel data orocessino effort is the central site at the Military
Personnel Center (MPC). The central site at MPC is resoonsible for the

maintenance of a single centralized reoositorv of data used by the
entire Air Force. A "master record" is keot for every individual in the
active and reserve forces in the master aersonnel files. The
schedules. class rosters. and manaoment information for all Air Force
formal trainina are maintained in the Pipeline Manaament System (PMSi.
New Air Force recruits are matched against job requirements and trainino
schedules usino the Procurement Manaaement Information System. or
PROMIS. The specialized information for airman and officer promotions
is keot uo-to-date and is used by oromotion boards and the Weiahted
Airman Promotion System. Finally. several other smaller collections of
data are maintained for such diverse areas as force structure. officer
assionments. Congressional Inquiries. and the Air Force Suggestion
Proaram. (14:1-2 - 1-7)
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Chaoter 3

TECHNOLOGICAL BACKGROUND

INTRODUCTION

Database management systems (DBMSs) are complex combinations of
computer hardware and software. Originally, information on a computer
system was simply managed using the vendor-supplied file system, part of
the operating system furnished with the computer. Over the years,

* however, specialized software and hardware have been developed to handle
large databases, for a variety of reasons. These range from efforts to
increase programmer productivity to providing built-in protection for
data checking and recovery. Initially, the emphasis was placed on
specialized software, running on general-purpose computers. More
recently, special-purpose computers have been designed to use
astreamlined" versions of this database management software.

DATABASE MANAGEMENT SYSTEMS

Database management systems have "come into their own" in the last
decade, primarily because of reliability and ease of use. Prior to the
widesjoread use of DBMSs in commercial and government applications,.
programmers used their own "homegrown" file structures. They often
spent as much time their working on their file systems as they did
developing and maintaining applications software (1:12). The first
DBMSs were systems developed by vendors without any real theoretical
basis. Of these, only International Business Machines' Information
Management System (IMS) remains in successful commercial operation.
This can be attributed as much to the larae numbers of installations
with the software installed as it can to the efficiencies of the system
(1:503).

Hierarchical Database Management Systems

Initially, the database systems were hierarchical files systems.
In these systems, information is represented in a group of tree-like
structures. For each related group of objects, there is one "parent"

object at the root of the group (in hierarchical database jargon, theEl record). All objects (called segments) are connected logically and
physically in parent-child relationships. Most importantly, every
segment except the root segment, can only be reached after finding all
of its parent segments (reference Figure 1). Applications requirements
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rapidly outstripped the capability of this "oure" hierarchical data
structure, and vendors responded to user reauirements with additional
data structures to simplify and speed up access to data in hierarchical
databases. Today IMS has the ability to partition database records so
that applications may reach certain intermediate "roots' directly, and
index structures allow preselected types of child segments to be located
based on the value of one or more data items within that segment
(1:529-533). Other vendors hierarchical systems were similarly
modified; Burroughs Corporation's DMS-I uses treelike and bit-mapped
indexing structures, linked-lists, and allowed programmer-defined
pointers to link objects in the database in arbitrary patterns
(21:4-85, 4-137 - 4-138).

Network Database Management Systems

By the late 1960s, vendors had so modified and diversified their
database management systems that the art of software development using
database systems was becoming chaotic. The gains in portability and
maintainability made with the standardization of most business software
around the Common Business-Oriented Language (COBOL) standard was being
lost in the growing confusion of differing database management systems.
The American National Standards Institute, a joint commercial and
governmental standards group had within it the Committee on Data Systems
and Languages (CODASYL). CODASYL had been successful in the past in
developing standards for the COBOL and other programming languages. In
1969, CODASYL formed the Data Base Task Group (DBTS), which set out to
develop a single, agreed-upon industry standard for database management
systems. The US government, academia,'and major computer vendors were
all represented on the group. They developed a specification for a new
type of database management system, one which was a significant
enhancement of the capabilities of the existing hierarchical svstems
(13:215-216).

The new standard, the network database, had several new features.
While data could still be represented in hierarchies, objects in a
database no longer were restricted to a single type of parent object (in
DBT6 jargon, an owner record). Many different structures could exist in
the same database, and access to various types of objects could be
improved by specifying the general method used to find and store each
different type of record in a database (reference Figure 2). The
difference in database structure is significant since several fast
access paths could now be built into a database instead of only one. In
addition, maintenance of the database was improved by completely
separating, for the first time, the logical specification (what record
types there were, and how they were connected) from the physical
specification (how large disk files would be. how many records could fit
on a database, and so on) (1:541-548).
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Like the hierarchical systems before it. the "oure" network model
has been modified by various vendors to enhance its utility and soeed.
Today. most network systems (notably Honeywell Corporation's IDS2 and
Cullinet's IDMS) offer treelike indexes and oointer arrays to auament
data structurina and imorove performance (1:561-568).

The Relational Database Model

Even as network database manaoement systems were being develooed for
commercial use in the early 1970s. their replacement was beino created.
In 1970. E.F. Codd oublished his seminal paper on relational database
theory (7:--). Codd felt that databases were entirely too ad hoc. and
sought to develoo a theoretical foundation which would furnish useful
tools to database designers. programmers. and users. without beina
needlessly comolicated. Usino the concept of the relation, a simole
table of data. he demonstrated that this structure could. in theory.
satisfy the logical requirements of any database aoplication. Further
work by Date at IBM San Jose and his now classic book on database
systems (1:--) popularized the concept.

The relational aporoach abandons the idea of elaborate structures
for data in favor of the simole tabular reoresentation. Every "object"

in the database is sieolv a 'line entry" or row in one of many tables or
relations comorisino the database. If the rows in different tables are
loaicallv related, they are linked together with matchino data values in
corresoonding fields, called columns (reference Figure 3). The lack of
comolicated ohvsical data structure is matched with a very simole
orogrammin language: this combination makes relational database
management systems much easier to learn and use. for both programmers
and users (14:217).

The relational database architecture is attractive for several
reasons. Simolicity of use and ooeration is the major reason. but
certainly not the only one. The ready availability of third-oartv
apolications and oroductivitv tools is another bio benefit. (9:144)
Very recently, the advent of high-performance relational systems. such
as IBM's DB2. has made them attractive to "too end" data orocessors for
whom sheer Dower was an overwhelming reouirement (8:--).
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DATABASE MACHINES

Develooment

Parallelino the evolution of database software in the late 1970s. it
beoan to become aooarent that traditional comouter architectures were
ill-suited for database manaoement tasks. The traditional. or "Yon
Neumann.' comouter architecture is primarily an arithmetic orocessor.
ooeratino on a sinole "word" of data at a time (usually a number. hence
the term arithmetic looic unit. or ALU). Database management on the
other hand. often requires that many 'words" of data be examined at a
time. often in complex ways (3:1-2). For example: How many rated
captains with more than six years of commissioned service currently have
less than two years on station? What are their decendents names? At
the same time. new concepts in comouter hardware were beainnina to
demonstrate sionificant performance improvements in arithmetic
orocessino. Pipelined architectures are faster because computer
instructions are executed in an "assembly line" fashion: different oarts
of different instructions are executed simultaneously (4:1145-1148).
Parallel architectures are faster because several complete computer
instructions are executed simultaneously (4:1100-1104). Researchers
beoan looking at the idea of soecially configured or designed comouters
for database management.

In both aooroaches. the database services were removed from a
centralized comouter and olaced on a "backend" processor. This backend

processor communicates with the mainframe using an agreed-upon set of
messaaes transmitted over a hiah soeed data link. Whenever an
applications prooram needs to use a database. instead of directly
invokino the DBMS software. it simolv sends a messaoe to the backend

.processor. The backend. then. receives the messaoe, performs the
requested function. and sends an acknowledoement or answer back to the
waiting application program on the mainframe (3:13-14).

The Different Approaches

Efforts fell into two main categories, the software and hardware
aporoaches. Software backends are standard. "off-the-shelf" comouter
systems running specially "tuned" database management and operating
system software to deliver high oerformance. Examples on the
commercial market are the Bell Laboratories XDMS system and
Britton-Lee's Intelligent Data Management System (IDMS). Other

S. developers felt soecialized hardware was necessary to achieve high
oerformance: this aoroach has lead to the hardware backends. These
comouters typically used either parallel or pipelined architectures to
allow the comouter to orocess several records or oarts of records at the
same time. thereby achieving areatlv imoroved performance through
oarallelism. Examoles on today s commercial market include Intel
Corooration s Intellioent Database Processor tiDBP [sic); and Teradata s
Database Comouter (DBC) (3:318-319).
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Because of the simplicity of the relational data model, most
database machines use it as their underlvino data model (reference Table
1). However. the hierarchical and network models are also supported by
Intel Corporation's iDBP (12:52-53).

Advantaoes of Database Machines

The database machine aooroach offers several distinct advantaaes
over conventional aeneral-purpose computers. These advantages fall into
three main categories: ease of expansion. improved performance, and low
cost.

For some installations, it is much easier to expand the capacity of
the comouter system by adding a database machine than to replace the
entire computer. This expansion can have a dramatic effect. as in the
case of one installation usino the Teradata DBC/1012. which saw over 99%
oi its data manipulation workload moved from the mainframe computer to
the backend database machine (10:54). Along with this capacity
expansion can come a significant performance improvement.

Database machines are specialized processors, providing very fast
database ooerations. Many system developers like the flexibility of the
relational database model, but dislike the poor oerformance of these
same systems. By offering a machine desioned around the relational data
model, vendors have made relational databases efficient to use (9:139).

Perhaps mst imoortant. database machines are relatively cheap. The
processing power of a database machine is on the order of one-tenth to
one-fourth the price of that of a mainframe computer. Teradata
Corporation compares one of its larger systems, a 60-orocessor version
of the DBC/1012. priced at $1.7 million, to the IBM 3084g. costing $6.2
million (10:63).

Disadvantaoes

In spite of all the excitement about database machines. there are
some disadvantaoes to them as well. The major ones are software
compatibility. communications overhead. and equipment maintenance.

Software comoatibilitv is the single laroest oroblem in the minds of
data orocessino managers. Older oroduction programs often have been
built with file or database structures other than the relational model.
and conversion is usually a tedious. exoensive. and error-orone orocess.
Some data orocessina managers simply accept the incomoatibilitv as a
necessarv evil. They ourchase database machines for their new
applications in the hooe that the older. incomoatible software wili
become obsolete and *"hither away (13:87).
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Vendor Name data model caoacitv host system

Amoerii Coro RDM 1100 relational 2-16 drives Soerry 11,.
IBM

Britton-Lee. IDM 500 relational 1-16 drives IBM
Inc

HDR Systems. Noah I relational 1-16 drives standalone
Inc Noah II relational 1-16 drives VAX 11/750.

PC-DOS. Onyx

Intel Coro iDIS 735 relational I 40Mb drive IBM. CDC.
Sperrv

iDBP 86/440 relational. 1-4 drives IBM. DEC
network, or
hierarchical

MeoaiNet Coro MeaaiNet relational 1-16 drives Ethernet.
I. II. and LAN. or X.25
III networks

Teradata Coro DBC/1012 relational 2-2000 drives IBM.

Honevwell

TABLE 1. COMMERCIAL DATABASE MACHINES (20:3-6)
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Communications overhead has lona been a concern of database
theoreticians. Date felt that database machines were inherently limited
by the communications channels connecting the mainframe to the backend
machine (2:348-359). The system which best deals with this concern is
the Teradata DBC/1012. which uses a soeciallv designed communications
network called a Ynet to eliminate all but the heaviest communications
traffic (12:48-50: 17 :v. 7-6 - 7-8i.

Finally. ecuioment maintenance can be a oroblem. Introducing a
database machine into a data orocessing facility adds more ooints of
failure. and on eouioment dissimilar to that already installed.
Commercial database machine manufacturers are dealino with this oroblem
with a variety of aoproaches. They use reliable, off-the-shelf
comoonents: orocessors are built to be fault-tolerant: and systems are
built in modules which can be repaired without shutting down an entire
system (12:53-54. 17:iv).
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r ) Lnhaoter 4

COMPARISON OF DATABASE MACHINE AGAINST
A CONVENTIONAL DATABASE MANAGEMENT SYSTEM

SELECTING A DATABASE MACHINE FOR THE PDS

The current PDS databases occuov some 64 aioabvtes of storaoe on 80
ohvsical disk drives. The software usino this data runs on tour

Honeywell DPS-Si70 mainframe comouters connected to these disk drives
tlB:Auo 86 - Atch 1). Any database machine useful to the PDS must have
the disk caoacitv to hold the PDS databases and be hardware and software

comoatible with the existino PDS mainframe comouters. As the data in
Table I indicates, the Teradata DBC/1012 is the only commercially
available system which meets these basic criteria.

Relatively few DBC/1012s are installed today: almost all are at IBM
installations. However. the Honeywell Corooration is working with

* Teradata Corooration to develoo a connection between the Honeywell

6COS-B ooeratino system (used by Honeywell mainframes) and the DBCiIOI2.
This caabilitv is exoected to be available sometime in 1987 (21:--).
Because of the small installed base of DBC/1012s and the absence of

*- commercial Honeywell users, oerformance data is somewhat limited.. This
comoarison will therefore evaluate the system on oualitative as well as
ouantitative factors. in an attemot to examine all possible aspects of
system performance.

QUALITATIVE FACTORS

Reliability

The DBCi/O12 has several features which make it very reliable. Most
obvious is the "fallback" caoabilitv for "mirrorina" valuable data. For
those oarts of the database where fallback is soecified by the database

%" administrator, all the data is duolicated on seoarate disk storaae units
tDSUs) within the system. Should a DSU fail. all of its orimary data
(it. too. contains mirrored data) would be unavailable. but the bacKuo
coov of the data would be oresent. and would immediately be available
for use. This allows vital data and aoolications to ooerate virtually
uninterruoted. The penalty for this level of reliability is. of course.

that twice as much disk soace is reouired for orotected data.

*11
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In addition to the ialloacK orotection. tnere are Se.era. oner
features which add to the system s reiiaoilitv. 7ne VjC ,!: is o. iit
almost entirely with oii-the-sheli comoonents. sucn as tne intet a6o0
processor and the Winchester disk drive t12:53-54i. Ali tnese oarts are
hiah-oerformance, very reliable, and relativeiv inexoensive. Tne system
is built in modules. with the inet communications iink servino as the
only connection between the various orocessor units iret7erence Flaure
4). This "loose connection" allows an ailino orocessor to oe
disconnected from the system ana reoaired or reolacea wnile tne rest o
the computer continues to operate t12:54). The met itseli is a
dual-channel communications link. which can continue ooeratina at a
reduced rate even if one channel should fail t17:7-o,. In addition.
the 'net can furnish data to the user in sorted oraer. indeoenaent 0

the orderina of the data on the disk storage units %12:47-49).

Caoacitv

Besides reliability, the DBCi1012 provides excellent capacity, both
for the workload it is oriainallv acouired for. and for future
exoansion. The system can be confioured to store up to 2.1 terabvtes or
2150 aiaabytes, the equivalent of hO6 bytes of data for every person in
the United States or 430 bytes of data for every person on Earth!
Because the disk soace can be added in increments as small as 474
meaabytes. it is relatively easy to build a system which is exactly the
riaht size for a given apolication. As processing or storage
requirements increase, processing units (IFPs and AMPs, reference Fioure
4) can be added to maintain or improve performance, and the system will
automatically reoroanize its databases for peak performance, without
complicated human intervention. Furthermore. IFPs can be added to the
system to connect it to multiple mainframe computers, allowing more
"front endV power to be added. more terminal users supported. and
different types of computers to share the same databases. i19:--).

QUANTITATIVE FACTORS

Performance

Besides the qualitative. "nice to have" features, the DBCi012
offers a distinct oerformance advantage for large database aooiications.
The performance gains for the DBCiLO12 vary accordina to the type of
apolication. but overall are very impressive. Batch update ana
retrieval programs especially show significant gains. To estimate these
gains. the oerformance of the current Active Airman Master Personnel

"% File system will be compared with the projected performance using the
DBCiOl12.

The Active Airman (AA) system uses a set of software called the
Generalized Update Svstem (GUS). GUS is a database and software system

17
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used for maintainina the master oersonnel files and other sets of
information with similar structure. it is desianed to efficientlv
maintain the data on a large number of similar individual records. for
example all Air Force officers. all Air National Guard airmen, or all
Air Force suggestions. At its heart is a batch program which orocesses
both update and retrieval transactions aoainst a soecific master
personnel file. It consists of a basic "host" orooram which reads and
writes the database. The host is linked to many transaction "modules."
smaller subprograms which contain the logic for executing each separate
type of transaction. Several reports are generated from the outputs of
the batch update program. based on output transactions which are written
to files as part of the batch update process.

Once updated. the GUS databases are used for a wide variety of data
retrievals. Standardized. periodic report programs are run for many
users who have recurring needs for information. One-time reports can be
generated using the Air Force-developed ATLAS retrieval language, which
allows a oersonnel specialist to specify his information reauirement and
report format, and run it as scheduled production program. The ATLAS
retrieval capability accounts for some 53% of all computer use in the
headquarters-level POS (18:--).

fi Typical performance times for GUS processes supporting the AA master
file are oiven in Table 2. alono with estimated times for oerformino
similar functions usino the DBCiI012. The DBCil02 times were derived
from the vendor-suolied performance curves for transaction rates based
on the number of processors in the system, and assumina that the system
was configured with 6. l. or 20 AMPs (reference Fioure 5). As can be
seen. the DBC/1012. even in a minimal configuration, can readily support
the functions of the PDS.

Price

Lightning performance is always desirable, but it does no oood if it
is prohibitively expensive. Surprisingly, the DBCiI012 is a relatively
inexpensive system. A study by the Rome Air Development Center showed
that even small DBC/1012 systems compare favorablv with conventional
general-purpose systems with similar capacities (17:7-14 - 7-15). For
a system large enough to support the PDS (20 gigabytes or larger). the
cost of the system is within an order of magnitude of the cost of disk
storage alone. The current storage reouired for the database oortions
of the PDS. some 84 gigabytes. requires aO MSU501 disk storage units.
costing approximately $50.000 each, or $47.620 per gigabvte of storage
(23:--). While the price of a Teradata system with this capacity is not
available, the largest system with a published price (4 IFPs, 20 AMPs.
and 40 DSUs) has a total system cost of $1.475.000. or about $71.600 oer
gigabyte of storage (reference Table 4). While this cost is 50% greater
than the cost of conventional storage, it ionores the 16 million
instructions per second (MIPS) of orocessing power added to the system.
and the workload relieved from the existing mainframe.
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FIGURE 5. TERADAT4 DBC/1012 PERFORMANCE CURVES (19:27)
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orocess number run times (orocessor/elaosed) in hours

oi rows
DBC/I012 estimates

current 6 AMP 10 AMP 20 AMF

AA uodate 100.000 - 5.8/20.0 2.89.b 1.7i5.9 0.9/3.0

150.000

ATLAS 540.000 2.4/2.6 0.13/0.17 0.07/0.10 0.04/0.05

-.. retrieval

monthly 12.000.000 8.7i30.2 2.8/9.5 * 1.6/5.6 O .8i2.8 •

extracts

, assumes sortina by social security number is oeriormed

by the DBC/1012 in oarallel with other orocessing

TABLE 2. AA PERFORMANCE ESTIMATES (24:--)

disk orocessino
IFPs AMPs DSUs soace oower(MIPS) orice oriceiGb

2 2 4 2.1 Gb 4.0 S 335.000 $15i.500

4 4 8 4.1 8.0 525.000 128.000

! " 4 a 16 8.2 12.0 770.000 93.900

4 12 24 12.4 16.0 950.000 76.oO0

B 20 40 20.6 28.0 1.475.000 71.t .O0

TABLE 3. PRICES OF TERADATA DBC/1012 SYSTEMS (19:25)
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Cnaoter 5

CONCLUSIONS. FINDIN65 AND RECOMMENDATIONS

INTRODUCTION

Database machines. and the Teradata DBCi1u12 in oarticuiar. nave
several distinct advantaoes over conventional aeneral-ouroose comouters
which recommend them. The most sioniicant are their cost. caoacltv.
oeriormance. and reliability.

CONCLUSIONS

Cost

Considering its capabilities, the DBCi1012 is a bargain. Current
disk storage. using Honeywell MSU501 disk drives costs aporoximateiv
$50.000 per gigabvte. Disk storage using the DBC/I1012 costs $71.oO0 oer
giaabvte in the size range needed for the PDS. While this is hali aoain
as much as the cost of MSU501 storage. it includes the inherent
orocessing oower of the DBC/1012 (16 - 28 MIPS). and the Teradata DBMS.

p. Caoacitv

. A relatively modest coniguration of the DBCiul2 would provide
sufiicient storage capacitv ior the entire PDS database. even with
comolete data redundancy usino the fallback method of duplicating data.
Both oeriormance and storage capacity can be easily increased by addino
hardware modules kIFPs and AMPs). rather than makina larae-scale
modifications or reolacements of mainframe comouters. The added
orocessing power oi the DBC relieves the mainframes oi a consideraoie
workload. thereby extending its useful service life. Additionaiiv.
performance of the DBC can be imoroved through hardware uoorades to the
DBC modules themselves. by upgrading tne processors, adding memory to
the hardware modules. or by increasing the capacity oi the disk units.
Finally. the DBC can be connected to several "front-end" mainframe
comouters. making data sharing among various computers very easy.
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FINDIN6S

Performance

The DBC/1012 is one of the few systems which does not rapidly fall
victim to the law of "diminishino returns." In the range of systems
large enough to operate the PDS. the performance of the DBC increases
linearly as the system is expanded. This means that most forseeable
performance imorovements can be made simply by adding hardware.

TM Batch update performance is very sensitive to the number of AMPs
available in the system. and is severely constrained in small systems.
This is not surprising, considering that each transaction deals with a
single record, and once every AMP is working on a transaction. any
subsequent transaction will have to wait for the AMP processing its
"target" record to complete its transaction before proceeding. As long
as batch updates are performed a "record-at-a-time,m this will be a
major bottleneck for batch updates. Transactions which could be
*broadcast" to the entire database to update all applicable records
would greatly increase the performance of batch update programs. While
this is certainly a desirable situation, the real world may not be as
cooperative in making these "mass update" transactions the predominant
way of doing business.

Batch inquiry performance is the area where impressive gains can
readily be realized using the database machine. Row retrievals are very
fast, and the Ynet's sort capability is a processing bonus which is
conceivably as important as the database management facility. Because
of the great performance gains which can be realized from being
presented with sorted data by the database machine, any facility using
the DBC/1012 for large databases should procure the AMPs with the
maximum amount of sorting capacity available.

Reliability

The DBC/1012 is highly reliable for three basic reasons: it allows

complete redundancy in data storage, it is constructed of proven.
off-the-shelf components, and its configuration is highly modular. The
ita redundancy and modularity are especially significant, since they
IIlow components of the system to be repaired while the rest of the

system continues ooerating. This combination prevents all but the most
catastrophic of failures (such as a total power outage) from putting the
system out of service.

Conversion

Converting software to run on the DBC/1012 requires that the
software use relational databases. This is easiest in those systems
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with simole oata structures and smali Programs wnicn are not tiontiv
bound to the structure of the data. It is most difficuit where the data
is highlv structured. tne oroarams are iaroe. and orooram iooic is

tightly bound to the data structure. Unfortunately. the larger GUS
systems of the PD5 fall into tne latter cateaorv. To some extent. this
contributed to the difficulty exoerienced in convertino these systems

during the REACQ oroiect. This will be a Probiem in any future
conversion involving a oeoarture from the current batch. record-at-time
orocessing concept.

RECOMMENDATIONS

The database machine offers caaabiiities tnat the PDS cannot atiord

to do without. Goeratina on a database machine. tne system wili eniov
high Performance. easy caoacitv management and imorovement. and hioh
reliability, all at a very reasonabie cost. The Problem is oettino trom
here to there: determinina the actual system size and convertino tne

aoolications software are two malor hurdles to cross.

System Sizino

Sizino a system is imoortant for a simole reason: if tne nardware
does not have sufficient storage or orocessino caoacity for a set of
aoolications. no amount o software wizardrv Will maKe the system

Perform. Fortunately. sizina the DBC/iO12 system is relatively
straiohtiorwara. An initial estimate of system size can be made based
on the size of the database to be supoorted and the number o mainframe

comouters to be connected to the database machine. These estimates can
S.] then be used as 'first auesses" that can be further refined usino tne

Rome Air Develooment Center model for Performance estimation. ki7:v1i

Usino this model should give a very close estimate of tne necessary
system size.

Software Conversion

Software conversion was the major dtticuitv of the REACQ Project.
and it could conceivably make instailino a database machine imoracticai.

Because benchmarkino is an integral Part ot selecting and acouirinq a
hardware system, the Directorate of Personnel Data Systems needs to

begoin orototvoe develooment ot a relational database imolementation as
soon as oossible. The prototve effort should have three orimarv ooais
in order to be useful: concept develooment. software methodoloov. and

OenchmarKino.

Concept develooment is simov decidino on Dasic overall orocessino
d strategies. features to take advantage of. and Pitfalls to avoid. It

should orovide the basic "road mao" for the Prototype develooers to keeo

their efforts consistent with the mission and functions of the PDS and
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to avoid duolication or false starts. With a well-thought out concept.
the software for the prototype can be developed.

The software methodology is important because it will determine how
production software will be developed in an actual database machine
environment. This can be begun on the existina Honeywell DPS-8/70
system using the installed Personal Data Query (PDQ) system. This part
of the prototype effort will validate the orototvpe concept and provide
necessary "lessons learnel" well before the actual database machine is

ever used.

The benchmark is the "moment of truth" for selection of the database
machine. With a prototype developed using PDQ. conversion of the
software to run on the DBC/1012 should be minimal. The benchmark can be
compared to the actual production software currently in use. and to the
prototype software as it was run on the mainframe system. Given a
significant performance improvement using the benchmark trial, the

,- DBC/1012 should be purchased for installation as an integral part of the
*" PDS.
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